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ABSTRACT

We present a video content browsing tool which is supposed to be used for two purposes: (1) efficiently searching a certain scene within a long video sequence and (2) quickly identifying videos out of interest. Instead of a complex user interface with many features we rather use a simple but flexible player-like interface which can, however, support the user on taking advantage of his/her knowledge about the content semantics. The content analysis is based on some simple features which can be extracted from compressed data of H.264/AVC and, thus, allow very fast analysis. An early user study has shown encouraging results.

1. INTRODUCTION

The process of rapidly viewing the content of a video sequence is denoted as video browsing[1]. Video browsing tools should support the user at the difficult task of finding a short scene within a (maybe long) video sequence. A remarkable amount of research has already been published for this topic (e.g. [1, 2, 3, 4, 5]). Usually they are based on some content analysis of the underlying video sequence. However, the problem of all those proposals is that they are based on content analysis of pixel data often not quickly available due to the fact that most videos are stored in compressed form. Moreover, proposed video browsing tools do often completely destroy the usual chronological interaction model users have learned at searching videos since the invention of VCRs in the 1960s.

Here we present a video browsing tool which uses a player-like navigation/interaction model and is based on some simple features that can be efficiently extracted from compressed data of a video. The tool allows both to use a player-like navigation within a video with some helpful extensions and exploiting a user’s knowledge about the content semantics/characteristics. For instance, if a users knows that the searched content will appear in the last part of the video (e.g. the final scenes in a soccer match), the user can start playback for several areas in the last part in simultaneous manner in order to find quickly the wished content. As another example imagine a ski-jumping video where the user wants to see some competitors driving down the jump. In that case the user can benefit from his/her knowledge about the content semantics and quickly select those scenes (i.e. shots) of the videos containing a lot of motion down.

2. FLEXIBLE USER INTERFACE

As shown in Figure 2 our interface uses parallel video windows whereas the user can choose if more or less windows should be displayed at a glance. In each window a key-frame of the corresponding content is shown as a preview. A user can start video playback for a window by simply clicking on it. It is also possible to start playback for more than one window. Moreover, a user may change the criteria and the order of sorting of the windows, switch one window to fullscreen mode or use the corresponding time-slider to navigate within one window. We provide three different navigation modes:

(1) In the chronological mode shots of the video are shown in chronological order. If the video contains more shots than currently displayed windows, a paging mechanism can be used to quickly step through all available shots. For shot boundary detection we use an efficient method[6] working in the compressed domain of H.264/AVC.

(2) In the feature-based mode shots are sorted according to a priority value based on a certain low-level feature selected by the user (e.g. homogeneity of content in the shot, average brightness of shot, average amount of motion going to a specific direction in the shot, etc.). In our current prototype the features are extracted from compressed domain of H.264/AVC.

(3) In the hierarchical mode the content of the video is uniformly divided over all video windows in one page. For instance, if the user selected four windows, the window left above represents the first quarter of the entire video content, the window right above represents the second quarter and so on. A user may go down the hierarchy and further divide the content of one window by simply right-clicking the video window. No content analysis is used for this navigation mode.

Let us assume a user is browsing a recording of a ski-jumping event where he/she wants to see the final results.
Based on the user’s knowledge that results are usually shown at the end of the competition, the user can quickly find the results by activating chronological mode in reverse order. This example is shown in Figure 1 where the searched scene appears in the second video window.

![Figure 1: Chronological View](image1)

However, as already mentioned earlier, instead of the results a user might be rather interested in scenes showing competitors driving down the jump. In that case the user may probably know that such scenes contain a lot of motion down. Thus, he/she may switch to feature-based mode and select the average amount of motion going down within a shot as a feature. As illustrated in Figure 2, the searched scenes will quickly appear at the beginning of the shot list.

![Figure 2: Feature-based View](image2)

As another example, consider the case a user is browsing a recording of daily news where the weather forecast should be found. As the user knows the weather forecast is typically at the end of the news he/she selects hierarchical mode to uniformly divide the content into e.g. nine areas (and maybe start playback for all those nine windows). As you can see in Figure 3, the searched content appears in the last area at the top level of the hierarchy\(^1\). However, the user may further divide that area by simply clicking on it which will give a more refined view of the weather forecast in the second level of the hierarchy.

\(^1\)The grey bars at the bottom of each window denote the position of the content in relation to the entire video.

### 3. CONCLUSIONS AND FUTURE WORK

The presented video content browsing tool provides a high benefit to users who have some knowledge about the content they are searching in. Moreover, it allows a user to efficiently identify content out of interest due to the possibility of parallel playback. The content processing is based on some simple features which can be extracted from the compressed domain and, thus, allow very fast analysis. Early user studies have shown that users accept the interface and can highly benefit at searching if they have some knowledge about the content. In future work we will evaluate more features for feature-based mode, extend the tool to support video archives rather than single video sequences, and further improve the user interface.
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